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1 Introduction and Background

The AI community has experienced a surge of interest in large language models (LLMs),
models built from many layers of transformers that process natural language and re-
spond with a prediction derived from a massive corpus of training data [2, 4, 5, 22, 28].
LLMs have astounded researchers and laymen alike with their long-spanning scaling
effects as their capabilities have grown in tandem with their size and training data
volume [13]. Recent state-of-the-art LLMs have demonstrated capabilities of abstrac-
tion, comprehension, memorization, and creativity [3, 16, 22], although they still have
limitations [6, 32].

Traditional LLM implementations are limited by unimodality — their input and
output channels process only text. This is a fundamental difference from natural in-
telligences (NIs) such as humans, which are embedded in the natural environment.
NIs learn from interacting with — affecting and being affected by — the environment
around them. Compared to natural senses such as vision, hearing, and touch, text is a
narrow channel of information, especially when used alone [18]. The text-only training
methodology of current leading LLMs contributes to their tendency to hallucinate [34].

To bridge this gap, researchers who seek to reproduce NI behavior and capabilities
in AI are increasingly embedding LLMs in environments. This requires giving the
LLM a “body” it can use to interact with the environment, along with the structural
tools to use that body — a sense of physical agency. In order to create autonomous
agents with a query-based LLMs as an engine, architectural additions in the form of
modules have been devised. These often consist of a profiling module that grants
the agent its foundational identity, a memory module that stores agent experiences, a
planning module that allows the agent to form intentions, and an action module that
carries them out. These modules are implemented in diverse ways that variously make
use of querying the underlying LLM as well as employing algorithms that make use of
information about the surrounding environment to determine the agent’s actions [24,29].
In some cases, language agents have been equipped with self-adaptation abilities and
can modify or improve themselves in response to experiences [20] The resulting agents
are referred to as language agents. [8].

Guo et al. [8] identify two major categories of application for language agents:
problem-solving and simulation, each with multiple subcategories. Language agents
have already been deployed for uses as diverse as mental health support, studies of
political science and economy, social simulation, documentation and data management,
and embodied artificial intelligence [29]. In this paper We will focus on their applica-
tions to the social sciences. It has been demonstrated that language agents can interact
with each other, put on personas, and hide their true intentions in large environments
populated by other language agents [17]. Numerous other papers have explored the
possibilities of multiple agent LLMs interacting in a social environment [10, 15]. How-
ever, there remains a research gap in understanding how humans interact with language
agents when they are put together in a goal-directed social environment. This paper
fills that gap.
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2 Motivation

As LLMs grow in power and capability, they are increasingly becoming a part of our
daily lives. Language agents will benefit from rapid improvements in underlying LLM
technology. They will be increasingly applied to solve problems, provide companionship,
and populate virtual spaces. Language agents are the most powerful generative AI
agent yet invented, so studying them has profound implications for the study of AI
agents in general. There is therefore an increasingly urgent need, underaddressed in
the literature, to study how language agents interact with humans and each other. We
propose a limited cooperation game in which a small number of LLMs interact with
humans and each other and in which each agent (both human and non-human) is given
a series of goals that they must fulfill by carrying out complex strategies involving both
cooperation and competition with other agents.

2.1 An Introduction to Werewolf

Werewolf, also known as ‘Mafia’, is a seven-player logic puzzle and one of the world’s
most popular party games . In a party setting, one person is designated the moderator
and is tasked with enforcing the rules of the game. The moderator divides the players
into two teams: the werewolves and the villagers. No player knows which of the teams
any of the other players are on. The game cycles between two states: day and night. The
werewolves’ goal is to kill the citizens without being discovered, and the villagers’ goal
is to identify the werewolves and vote to kill them. At night, the moderator orders all
players to close their eyes and drum the table to drone out noise. The werewolves then
silently decide which player they want to kill and signal their choice to the moderator.
The moderator then has everyone open their eyes and announces who was killed. The
killed villager is removed from the game. [26, 31].

2.2 Discussion

Communication games such as Werewolf have been used as a proxy to study behaviors
in economics and social science [26]. Although AIs have been applied to Werewolf for
many years [9,23], new developments in LLMs open up major opportunities for further
study, particularly because they communicate using natural language [?]. When Xu et
al developed a framework for language agents playing werewolf together, they found that
each agent used a variety of trust, confrontation, camouflage, and leadership strategies.
However, it is still unknown how humans will fare in a game of werewolf against language
agents. Language agents have been shown to be better than humans at producing
disinformation in a social media space [27], but how well can they deceive humans in a
one-on-one confrontation? How does tweaking a language agent’s initial persona affect
how it plays? Do language agents learn from their experiences when playing iterated
games? Can humans reliably guess which of their fellow players are humans and which
are artificial agents? When applied to Werewolf, these questions yield data that purely
strategic games like chess and go do not. Language agent behavior in a game of social
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deception can be treated as a bellwether to the efficacy of deliberate language agent
deception. This pertains to the future of human-AI cooperation, especially online,
which is likely to become a part of daily life for knowledge workers. The results have
applications in every domain where AI agents will be applied, including simulations of
work conditions, simulations of historical, hypothetical, and actual social circumstances,
training modules, and video games. As such, the results of this study will help us better
predict and understand the future relationship between humans and AI agents in the
digital world and beyond.

3 Research Questions and Hypotheses

We will develop a simple simulation of the Werewolf game in which language agents
and humans can play together. Humans and agents will be able to communicate with
each other in natural language via a shared text chat, and werewolves will be able to
eliminate villagers in the nighttime. We will have the agents play against each other in
at least a few dozen games and record the results.

Then, we will recruit a number (n ≈ 20) of human test subjects to play with and
against the language agents in a wide range of settings. We will conduct experiments
to answer the following research questions:

• RQ1: How does the initialization of the identity module for a language
agent affect its behavior and performance in Werewolf?

• RQ2: Do agents improve after playing iterated games?

Given time, we would also like to answer the following as a ”stretch goal”:

• RQ3: Can humans distinguish humans and language agents from each
other purely from their actions while playing Werewolf?

3.1 Research Question 1: Language Agent Personalities

Language agents are often initialized with a profiling module that gives them an initial
tendency to certain behaviors over others [24,29]. We will develop a number of personas
along archetypes measured by the Big Five personality traits in psychology [7] and do a
qualitative analysis of how these changes of personality lead to differences in utterances
and playstyle. For example: does decreasing the disagreeability of the identity module
result in a greater negative affect in the agent’s statements?

4



3.2 Research Question 2: Language Agent Learning

The fundamental limitation of classically-implemented LLMs is that they are not state-
ful: they are not trained while speaking with their interlocutor. One of the fundamental
innovations of language agents is to rectify this by giving agents a planning and a reflec-
tion module that allows them to record their experiences, distill them into more abstract
long-term memory and general principles as humans do, and keep them in their context
window to take them into account for future actions. This imitates a form of experience
acquisition and even learning that mimics more closely not the neural learning by which
the LLMs were trained but rather the “fact and experience-based” learning that drive
semantic learning and expert systems [1] [30] [21]. We want to test the persistence of
this memory and how well it helps agents to learn across games. When playing multiple
iterations of the same game, do language agents learn from their experiences? Do they
get better at the game over time? Can they perform deductive reasoning by drawing
novel conclusions about the general game by drawing from specific experiences? Do
they specialize in one type of role (werewolf, seer, villager, etc)?

3.3 Research Question 3: Turing-Type Test

This research question is a ”stretch goal” we will pursue given extra time. We will have
many humans play against the language agents in werewolf. While the proportions of
humans and werewolves will vary, We intend to have about two humans per play session
and five werewolves. The simulation will record the actions of each of the players. Later
on, we will ask human evaluators to identify which players were the AI agents on the
basis of game actions (werewolf killings and villager accusations) alone.

4 Method of Approach

Our aim is to further develop the language agent architectures created by [24] and [33]
to study these questions. We will embed these language agents in a social simulation
of werewolf in which humans can also interact. We would like to apply the current
frameworks of language agents to open-source LLMs in order to make this technology
more accessible. However, this poses the risk of significantly reducing agent abilities and
does not represent the cutting edge in LLM technology. We will integrate improvements
from [12] and [33] to better specialize the agents to be able to play werewolf.

4.1 A Game of Humans and Agents

The simulation will include a game setup mode in which the user can choose how
many language agents and how many humans will be present in the simulation. For
the language agents, options will be available to change the identity module of the
language agent, as well as to use a language agent that was already used in a previous
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Figure 1: A mock-up of the main simulation screen. In the top right there are two
icons pertaining to game settings. The hamburger menu at the very top-right leads to
game settings. The profile icon directly below it allows the user to choose and customize
agents. Two players have already been eliminated.

game (along with its memory and reflection modules) . The game setup software will
also grant the ability for the user to determine which language agents and humans are
in which roles. We will program two game modes: automatic and real-time. Automatic
mode is the simplest and involves language agents playing with each other. The game
will legislate the rules itself and the language agents will be programmed to make the
necessary LLM calls in order to make the decisions they are called to make at each point
in the game. Real-time mode allows human players to play with language agents. The
language agent’s speech and decisions are communicated to all players in an in-game
chat. There will be a button to advance the round, as well as a way to choose players
as is required for the roles of werewolf, seer, and doctor. The screen the user sees will
include a prominent shared chat window where the user can see a record of everything
all the players have said. They’ll also be able to type into the chat to speak to an LLM.
Just like in a real-life game of werewolf, everyone will be able to hear what everyone
else has said.

4.2 Efficiency

The efficiency of the language agent framework is the principal limitation left by Park
et al. There are a number of extraneous external LLM calls that lead to a higher
expense than is strictly necessary to create believable behavior. For example, in Park’s
simulation, agents frequently make LLM calls to plan actions for which they’ve already
planned in the past. Memoization of action planning will improve efficiency. We may
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define an action in Werewolf as either speaking or making a choice in the game. We will
count efficiency as the average number of LLM calls per action. We hope to decrease
this number because this will decrease the cost of running the language agents.

4.3 Data Collection and Analysis

We will collect data to answer each of the three research questions. The goal is to make
data collection and question answering as quantitative and objective as possible.

4.3.1 Research Question 1 – Language Agent Personalities

Park et al initialized each language agent with a short paragraph to explain their identity
and background [24]. We want to find out if changes in this identity module correlate
with behavioral changes. If they are correlated, that would make identity modules a
way to program personality in language agents. We will organize personalities with the
Myers-Briggs type Indicator [14, 25] into sixteen categories. Each category takes one
of two positions along four axes. For each axis, we will write a short sentence or two
describing it in the context of the language agent. An example follows for ENTJ:

You are Marcus. You are playing the game Werewolf.
You prefer to direct energy mainly outward, towards other people and objects,
rather than the world of inner experience. (Extroverted)
You rely more on abstract patterns and interrelationships than on the five senses.
(iNtuiting)
You prefer to base conclusions in logical analysis rather than gut feeling. Objec-
tivity is important to you. (Sensing)
When dealing with others and the outside world, you prefer to focus on logic and
social values over what can be perceived. (Judging)

Figure 2: An example of an identity module for a language agent

The descriptions in the identity module are based on the MBTI Manual [19].

The goal is to see how the initialization of the identity module with different per-
sonalities changes strategy and behavior. In-game behavior will be measured with a
number of constants:

• The mean µ and variance σ2
s of the distribution of sentiment of the agent’s utter-

ances

• The number of times the agent accused another agent of being a werewolf na

• Game performance (proportion of games in which the team the agent was on won)
p
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Each personality will be tested multiple times in the same player role, and the value
of these constant games will be tested against each other for behavioral consistency and
deviation from a control group without a customized identity module. A χ2 test will
be performed on {µ, σ2

s , na, p} to determine the presence of significant deviance.

All personalities with significant results will be further tested to find the direction
of variable changes, and these directions will be reported.

4.3.2 Research Question 2: Language Agent Learning

Language agents typically come with a memory module and a reflection module that
build on redundant memories in the memory module to create generalizations and more
profound knowledge. This transforms stateless bare LLMs into stateful language agents.
We want to know if statefulness improves agent performance over time. Do language
agents learn from experience?

We will have the same group of language agents play n separate games. These “old”
agents will retain their memory and reflection streams from previous games. In the
n+1st game, we will replace half of the old agents with “young” agents with blank
memory modules. The old and the new agents will then play m further games. During
these m games, we will test the proportion of victories to see if the proportion of old
to new agents in a Werewolf team improves win likelihood. If so, this would provide
evidence that LLMs can learn from their mistakes and improve over time. Qualitative
observations will be noted as to the nature of the improvements.

4.3.3 Research Question 3: Turing-Type Test

Given time, we want to understand if humans can distinguish human players of Werewolf
from language agent players. We will have language agents play against humans in
multiple games. We will then show the record of the games with the transcript removed
to find out if humans can reliably distinguish humans from language agents on the basis
of their behavior.

Given prior results of similar turing-type tests showing that well-prompted language
agents can often successfully imitate humans [Jones and Bergen 2024], we hypothesize
that humans won’t be able to distinguish human werewolf-players from agent werewolf-
players better than chance.

4.4 Open-Source LLMs Experimentation

Given time, we are interested in implementing the architecture of language agents with
the open-source model Mistral-8B-Instruct, and will record the results and impacts on
believability. This change would make the model much cheaper to implement and would
greatly help to make it more accessible to the general public.
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5 Work Plan

Period of Work: November 2024 — May 2025

Time Period Actions
November 2024

• Defend thesis proposal

• Develop werewolf simulation

December 2024

• Defend werewolf simulation

• Program language agents

January 2025

• Program language agents

• Improve agent efficiency

February 2025

• Create logic for human player

• Create chat interface between player and non-player char-
acter

• Collect data for RQ1 and RQ2

March 2025

• Code logic for human player player tests for RQ3

April 2025

• Analyze data

• Write final results

May 2025

• Thesis defense

• Thesis publication
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6 Budget

Line Item Funds Required
LLM Calls $500

Human Research
Subject Honoraria

$200

Total $700
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